
Introduction
Cost of diseases and strategies to decrease 
it is one of the most important problems. 
In some of illnesses, the process of treat-
ment is too long and the annual cost of 
treatment is pretty high. Besides, chronic 
diseases are long-term diseases that restrict 
patients’ physical activity. They are diffi-
cult to cure, need long-term treatment, and 
process improvement is difficult. In some 
cases, there is no specific cure for the dis-
ease. Therefore, the use of modern tech-
niques such as data mining can be effective 
to reduce the time and cost of this type of 
diseases. One of the usages of data mining 
is in recommender systems.1-4 The system 
gives recommendation for the treatment of 
disease based on three elements including 
patients, treatment, and time.4 Resnick et 
al and Shardanand & Maes5,6 provided a 
substantial review on the current system 
deficiencies and potential advantages of 
health system. This research suggested that 
data mining is the main field of prospec-
tive health care. 
It is undeniable that genomics research is 

rapidly expanding, though the general ap-
plicability is limited.7 Hence data8 showed 
that data and existing technology can pro-
vide immediate progress toward the pro-
spective medical research. Risk factors can 
be combined and the impact would be high 
risk susceptibility of disease,9 and the inci-
dence of both diseases would raise.10 There 
are many different methods of computing 
for medical prediction. A known system, 
Apache 3, which is a scoring system for 
predicting mortality associated with the 
disease and predicting future impacts, uses 
a combination of acute physiological mea-
surements, age, and chronic health condi-
tions.11,12 Some recommender system al-
gorithms use linear algebra algorithms.13,14 
The recommender system uses fuzzy rule 
based algorithm15,16 and clinical factoriza-
tion for increasing the performance. In 
addition, evaluation and a recommenda-
tion engine (CARE) uses ICD-9-CM codes 
based on a patients’ medical history.17-19 
CARE also refines participatory methods 
to predict the highest risk of each patient 
based on his/her medical history and sim-
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ilarity. However, using this algorithm has the problems 
such as data distribution and cold start point.
Recommender system tries to offer personalized recom-
mendation from a large number of possible options out 
of modeling features list. These systems filter the infor-
mation on the web and provide information tailored to 
the interests of their users. In general, two approaches 
are used in the recommender systems: content-based ap-
proach and collaborative filtering (CF)-based approach.
Content-based approach proposes the user, looking for 
items, the content (properties) that would have more 
similarity to the content of items in the past and given 
preference by the target user. The CF-approach uses other 
users’ ratings to predict the target users’ unknown ratings. 
One of the advantages of this approach relative to con-
tent-based approach is that in this approach we do not 
need specific proposals and knowledge and the approach 
can be used to offer various items such as movies, photos, 
music, etc. The implementation of this approach is also 
simpler than that of content-based approach. In addition, 
content-based approach needs to identify and exploit con-
tent features that are often ambiguous and maybe these 
characteristics are not useful to predict users’ interests or 
to make a distinction between useful items. Moreover, the 
CF-approach is appropriate to cover undetected patterns 
whose detection in content-based approach is difficult or 
impossible. 
Most techniques used in a collaborative algorithm 
(CA)-approach to create the model are as follows: Bayes-
ian classification, neural networks, fuzzy systems, and 
matrix factorization. Matrix factorization techniques are 
the most successful and famous model-based techniques. 
One advantage of this technique is that despite the sparse-
ness matrix ratings, recommender systems provide for 
high prediction accuracy. Matrix factorization techniques 
try to describe user features from hidden factors of users 
and items. These factors automatically are derived from 
the feedback of users (known as points). In these tech-
niques, users and items are mapped to a hidden operating 
environment. We used the spaces as latent factors to pre-
dict the unknown users’ ratings. 
In this study, we aimed to offer appropriate treatment for 
chronic patients who are treated during time. The reason 
that why we used CF methods is that the treatment for 
each patient is different from others; and we could find a 
patient who had similar treatment and could suggest spe-
cific recommendations for other patients.

Methods
CF systems produce their proposals on the basis of infor-
mation obtained from similar users. As a result, contents 
of items are not considered. In this research, by user we 
mean patient, and by item we intend the susceptibility to 
chronic diseases. For prognostic prediction of a patient 
with a particular disease, we can use the estimation of in-
dividuals having similar disease. In this way, the basic as-
sumption is complications of a certain disease for similar 
patients that are repeatable in future. Categorizing similar 

patients is important, as one single patient could suffer 
from many overlapping diseases during his/her lifetime 
and many different diseases could be presented with sim-
ilar signs and symptoms. These problems can influence 
proper collaborative filtering. 
In this paper, in a dynamic recommender system we eval-
uated patients’ treatment destiny during the time. Time 
is an important aspect in the treatment of chronic diseas-
es. In fact, we faced a three-dimensional data in which 
the third dimension was time. Therefore data was stored 
in a three-dimensional array which is called tensor. The 
question is how to work with a three-dimensional object 
in order to create a recommender system. This modeling 
allowed us to have different proposals at different times 
for different individuals. Modeling is presented based on 
tensor factorization that is extended from matrix factor-
ization for three dimensions or more. Innovative articles 
use tensor decomposition model in recommender system. 
In this article, we tried to solve the three dimensional 
tensor of patient-disease-time. In a similar two-dimen-
sional mode, we can use the following factorization based 
on HoSVD algorithms. HoSVD is a common tensor de-
composition algorithm. If we have only two dimensions, 
namely disease and patient, we can have this formula:

.ˆ . T
u i u i u ir b b p q= + +                                                      (1)

Some methods add some features like means of ratings 
as in formula (2). bu and bi are means of users rating and 
items rating.

.ˆ . T
u i u i u ir b b p q= + +                                                       (2)    

We tried to decompose a tensor R with three dimensions 
of patient-disease-time to three latent matrices of patient 
(U), disease (I), and time (T). As noted, it is calculated 
based on the HoSVD algorithm. Patient latent matrix in-
cludes hidden features of patients that are results of tensor 
decomposition. We can formulate our problem as:

( , , ).R U I T S=                                                                   (3)

Since the calculation results from the patient, disease, and 
time matrices due to the plenty of missing data factors, it 
cannot be equal to the basic R tensor, and the results are 
approximate and therefore a method should be provided 
to minimize the approximation and to be able to calculate 
the real amount.

( , , ).R U I T S≈                                                                  (4)

In above formula, U indicates patient vector matrix, I in-
dicates disease vector matrix, and T indicates time vector 
matrix. In fact, the S is the tensor called core. The matrices 
of patient, disease, and time dimensions are orthogonal. 
The number of decomposed matrices including patient, 
disease, and time is respectively equal to the number of 
patient, disease, and time of basic tensor. And the column 



     International Journal of Basic Science in Medicine. Volume 1, Issue 1, 2016 15

Nasiri et al 

scan varies. The best value of matrix columns (factors) 
that is defined in the result as K, is obtained by calculating 
different values. In fact, the value of k as the final choice 
is to minimize the error in estimating the approximate 
amount of R. Here, patient and disease are supposed to 
be independent factors and time as an independent risk 
factor shows the feature of this approach. The proposal 
for a disease (l) and a patient (u) and time (t) by using the 
HoSVD factorization is placed in the following formula:

( )uit um in tl uit
m n l

r u i t S=∑∑∑                                               (5)

In the formula (5), if Um, is mth row of the matrix U, In, 
nth row of the matrix I, and Tl, l

st row of T, then we can 
estimate the value of the tensor cloning according to the 
following formula:

( , , ).T T T
uit u i tr U I T S=                                                   (6)

However, the results of factorization of HoSVD may in-
crease the suggestion for the information that we did not 
have. Like two-dimensional mode, we did not want to 
rebuild elements that got very large by this method, so 
we had to control the analytical columns metrics in a way 
that these elements did not get too large. Then in the case 
of tensor factorization, we could replace the HoSVD fac-
torization with the minimizing ordered issue and get the 
proper answer.

2 2 2 2

( , , )
( ) (|| || || || || || )uit uit u i t

u i t k
Min r r U I Tλ

∈

− + + +∑            (7)

The second part of the above formula was to avoid sud-
den jumps and value of λ determined between 0 and 1. It 
should be noted that the number of elements were rated 
to k using the above model. The tensor empty value which 
was the proposed treatment of patients is identified. The 
point that should be noted was that in this method, the 
value of tensor is a binary content and the content of the 
new obtained matrix were values between 0 and 1, which 
using a threshold would convert to binary content.

Results
Hospital recorded data are used as reliable and efficient 
references for disease identification. Scattering data in a 
data set from the equation (8) can be obtained. In this re-
gard, |R|, |U|, and |I| by means of rates, number of users, 
and the number of items are desired data collected. 

R
Sparsity 1

I U
= −

×
                                                          (8)

Distribution of Medicare data, according to the amount 
of votes, the users and the items in it and calculated based 
on the equation (8) was equal to 0.99. Since this number 
was closer to 1, the distribution of this data set was very 
large, showing appropriate sampling. It was also very con-
venient for testing the recommender algorithms which 
were going to overcome the vote matrix scattering.
Assessing the recommender system means measuring the 

system’s accuracy in predicting future additive disease of 
a certain patient with a certain current disease. Accura-
cy and recall are two criteria which were used to evaluate 
the prediction performance. For diseases that were spec-
ified, 80% as training data and 20% as testing data were 
evaluated. 
This was repeated for five times. The average error 
of about five times was considered as total error. We 
compared our method with other algorithms like ICARE. 
Results showed that our algorithm had better results on 
this data. One of the algorithms covered 100% of data. All 
cells of matrix of patients-diseases were set between 0 and 
1. We named these numbers as risk of any disease on any 
patient. Physicians need to predict some diseases for any 
patient and for this reason we used top n diseases for any 
patient. We used top 20 diseases with high risk. We also 
used time that meant sequence of visits and helped us to 
predict future high risk diseases. Table 1 shows that for 20 
top higher risk diseases, our algorithm had more coverage 
in comparison with ICARE and other models that did not 
use time dimension. Accuracy of disease prediction for 
patients was also higher than others.
Another point for using the time dimension was higher 
accuracy and less error for last time. Figure 1 shows that 
time dimension reduced error of disease prediction.

Discussion
Chronic diseases are predominant health problems. 
These diseases are associated with economic, social, 
cultural, emotional, and many other aspects of human 
life. Each single disease either mild or sever have its 
certain burden on society and its prevention, diagnosis, 
and treatment can reduce this burden. Burden of disease 
is measured by disability adjusted life years and it 

Table 1. Comparing Top 20 Higher Risks

Using Time 
Dimension

Without Time 
Dimension

ICARE

Coverage 63.2% 56.2% 41.2%
Accuracy 76.21 68.52 49.272
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influences gross domestic production in countries.21-24 If 
either communicable or non communicable disease leads 
to chronicity, it would cause heavier burden on society. 
Body will be under a long time stress in chronic disease; 
this would prepare proper situation for new diseases 
appearance. Therefore in patients with chronic disease, 
there are trends for catching new additive diseases. There 
are many studies on how to control disease chronicity 
and its complications. Bodenheimer et al25 and lorig et 
al26 showed that self examination is a good method for 
management of chronic disease and related complications. 
There are plenty of epidemiological studies performed to 
demonstrate disease habits, vulnerable groups, and related 
complications. Moreover, some studies tried to predict 
patients’ destiny, and disease future and stages. Clayton 
et al27 calculated family tendency to some diseases using 
epidemiological analytical models. Intelligent artificial 
networks are also used to predict treatment outcomes in 
many diseases.28-33 In this project, we used recommender 
system to predict which other diseases a chronic patient 
is susceptible for. We used three dimensional analytical 
algorithms using patient, disease, and time as its factors. 
In comparison with current usual methods, in this 
method we used previous patients’ characteristics as one 
of the factorization variables to predict destiny of future 
patients. Furthermore using this method, we can predict 
which complication or disease the patient would suffer 
from first in future. Therefore, we can manage policies 
toward disease burden reduction by implementing 
prevention programs.

Conclusion 
Early detection of chronic disease leads to prompt 
treatment, reduces treatment cost, and increases the 
chance of complete remission. In this method, using 
recommendation algorithms based on tensor factorization, 
the opportunity of predicting future additive diseases on 
top of current disease of a certain patient is provided. The 
results of the proposed method were evaluated on the 
data. In this survey, 80% of data were selected as training 
data and 20% were selected as test data and results had 
high accuracy in diagnosis for patients before or at early 
chronic disease. The proposed method is an algorithm, 
based on tensor factorization, which anticipates the 
disease for any patient. By forecast, it is meant the time 
period that specifies in what stage the illness would 
be, not the exact time of the disease. Matrix and tensor 
factorization algorithms among recommender system 
algorithms have better behavior on sparsity challenge 
which is a big challenge. Solving tensor decomposition 
based on optimization methods reduces the error of 
rating prediction on collaborative filtering methods. In 
collaborative filtering algorithms, user and item similarity 
are used for prediction. These algorithms, in comparison 
to other data mining algorithms can more often solve 
data sparseness and that is its great challenge. The general 
approach to solve is to predict the rates based on final 
patient similarity to its neighbors. Tensor factorization 

based on the optimization algorithm is used to solve 
and help to reduce algorithm forecast error and improve 
user-centric collaborative refinement. Development and 
evaluation of the proposed system show that using the 
recommender system is a strong and appropriate approach 
for prognosis and recommended treatment. It is also 
recommended that for future work, tensor factorization 
procedures to be used to reduce the sparseness of data 
and to increase the accuracy of diagnosis. Use of tensor 
factorization method can be considered as the possible 
risk of disease rather than a definitive decision. Other 
characteristics such as geographic location and family 
history can also be examined for more accuracy.
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